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1. Introduction

Increasingly model users are moving towards a
risk-based approach when making operational de-
cisions. This creates the need for a wave ensemble
prediction system in order to quantify the uncer-
tainty in the model output, by means of the en-
semble spread. For example, heavy-lift operations
in the offshore industry typically need a long win-
dow of calm seas to be completed safely and the
confidence in the length of the window needs to
be high before a decision to proceed with the op-
eration is made.

Wave ensemble systems are currently run op-
erationally at several operational centres, such
as the European Centre for Medium Range
Weather Forecasting (Saetra and Bidlot|2004)) and
NOAA/NCEP (Cao et al|2007). The replace-
ment of the Met Office NEC SX-8 supercomputer
by a new IBM cluster has now made the opera-
tional implementation of a short-range wave en-
semble at the Met Office possible and this paper
presents the proposed system design. Results from
the preliminary verification of the system are also
detailed, based on a three-month period spanning
from February to April 20009.

This paper is structured as follows. Section[2]de-
scribes the models used in this trial, Section [3{out-
lines the development of the system used for the
trial, Section [4] presents the preliminary verifica-
tion statistics for the trial period. Section [5|shows
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some potential applications derived from the wave
ensemble results. Finally, conclusions and further
work are discussed in Section [6l

2. Description of the models

This section briefly describes the operational at-
mospheric ensemble system used to provide the
forcing of the wave ensemble as well as the opera-
tional wave model run at the Met Office.

a. Atmospheric forcing

The driving force behind the wave ensemble is
the atmospheric forcing and this was provided
by the Met Office Global and Regional Ensemble
Prediction System (MOGREPS), which became
operational in August 2005 . MOGREPS uses
an Ensemble Transform Kalman (ETKF, Wang
and Bishopl| (2003))) filter to generate a set of 23
perturbed atmospheric conditions as described in
(Bowler et al.2008) plus an unperturbed control
member. The perturbed analysis fields are ob-
tained from a linear combination of the forecast
perturbations from the previous cycle. This en-
sures a good approximation of the analysis error
covariance matrix. This method of constructing
perturbations works well for short-range predic-
tion and ensures that the physically most signifi-
cant error modes in the system are selected.



b. Wave model

The wave model used in this ensemble trial is
the 3.1.4 version of WAVEWATCH III
, customised for operational running at the
Met Office. The model uses the Tolman-Chalikov
source term scheme(Tolman and Chalikovi 1996]),
the Discrete Interaction Approximation for evalu-
ating the non-linear interactions and a second or-
der advection scheme for increased run-
time performance. The spectral resolution is 25
frequencies by 24 directions.

3. Development of the wave ensemble sys-
tem

The aim of a wave ensemble system is to sample
from a range of possible forecasts in a way which
is consistent with the error structure of the ob-
servations and of the model itself. This can be
achieved by an appropriate choice of atmospheric
forcing, Initial Conditions (IC), Boundary Condi-
tions (BC) and choice of a scheme which perturbs
the physics of the model itself. The atmospheric
forcing has already been discussed in the previous

section and this section mainly focuses on IC’s and
BC’s.

a. Initial conditions

There is evidence in literature (Chen et al.|2004)
that the IC’s do not significantly affect the perfor-
mance of a wave ensemble prediction system. This
is due to the fact that the differential equations
used in the wave model are weakly non-linear and
highly dissipative, so that the effect of the initial
wave field on the wave forecasts dies away mono-
tonically in a few days. All memory of the IC’s of
the wind-sea is then lost but a memory of the swell
remains. This would tend to indicate that starting
from a single field for all the ensemble members is
suitable in cases where swell is absent.

This assumption was tested by running the wave

in two steps. The first step consisted of a spin-
up phase, with initial conditions provided by the
operational wave model. During this phase the
wave model was run for a five-day period, using
successive 12 hours forecasts driven by a set of 24
forcing winds provided by MOGREPS to build up
spread in the system. The final seastates of this
run were then used as IC’s for the second part of
the test. This second part consisted of running the
model for another 5 days from these IC’s, but now
under a single wind forcing. Fig. |1/ shows how fast
the ensemble member’s wave fields would converge
to a common seastate, or a close approximation
thereof. From the start of the single wind forcing,
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F1G. 1. Hs mean (top) and spread (bottom) for a
24 member ensemble forced with identical winds.

the spread reduces rapidly and about half of the
spread vanishes within one day. While this implies
that the choice of initial conditions is not crucial
for medium-range forecasts, it still shows that for
short lead times it will have a significant influence
on the performance of the system. Therefore a
decision was made to use the T+24 forecast from
each ensemble member of the previous cycle as
the initial condition for the equivalent ensemble
member in the current cycle. Starting from an
identical IC would caused the system to exhibit a



lack of spread in the early stages of the forecast
and was deemed unsuitable.

Perturbing the initial state of the system
through other methods such as ETKF or singular
vectors was not considered in the present study as
this would require the development of a wave data-
assimilation system which was outside the scope
of this project.

b. Boundary conditions

Two options were available for the BC’s in the
regional model: using a set of identical BC’s is-
sued from the operational high-resolution 60km
global model, or the more computationally expen-
sive option of using individual BC’s for each en-
semble member obtained from a global ensemble
run at a 90km resolution. A two week test run
was performed to investigate the impact of both
choices of BC’s. The average difference in signifi-
cant wave height between the two runs was found
to be at most 0.2m at T+12. But in some loca-
tions, the spectral shape varied substantially with
differences in the low frequency end of the spec-
trum. The most convenient way to investigate the
effect of the BC is to look at the five-bin outputs
of the model, where the spectrum is divided in five
frequency bins and integrated to provide parame-
ters such as the significant wave height. This gives
a more detailed understanding than just looking
at the overall significant wave height and period.
The comparison of the five-bin output between the
NAE with ensemble BC and the NAE with deter-
ministic BC shows little difference when looking
at the total significant wave height and total mean
period. But a more detailed investigation, using
five-bin outputs shows some difference in which
the energy is divided up between the bins, as can
be seen for example in Figs. In this example,
variability is lost in the case with the determinis-
tic BC[B] especially so in the lower frequency bins
corresponding to swell.

(a) Deterministic boundary condi-
tions

(b) Ensemble boundary conditions

Fic. 2. Comparison of five-bin outputs between a
regional ensemble with deterministic and ensem-
ble BC’s. There is marked difference in energy be-
tween the 2 cases in the 10-15s and 15s-20s bands.



Fic. 3. View of the Regional North-Atlantic and
European (NAE) domain.

The loss of spread in the lower frequencies is
likely to be an issue with end users interested in
this part of the spectrum. Therefore, considering
the results of this test, the choice was made to
use a global ensemble to introduce uncertainty in
the swell entering the boundaries of the regional
model.

c. Trial set-up

Given the previous considerations, the decision
was made to run both a global 90km and regional
24km ensemble covering the North-Atlantic and
European domain (Fig. |3). These resolutions are
lower than the operational resolutions of 60km
and 12km in order to reduce computational costs.
Each ensemble member gets its initial conditions
from the previous cycles’ member and the lateral
BC’s of the regional ensemble are obtained from
the global ensemble. This system is optimised for
short-range predictions, up to 54 hours after the
issue date for the regional model and up to 72
hours after issue date for the global model. The
system was spun-up during a 10 day period using
a single deterministic run that provided the initial
conditions for each ensemble member. It was then
run from February 2009 until April 2009.

4. Verification results

Although both a global and a regional ensem-
ble have been run, this section will focus on the
results from the North-Atlantic and European do-
main. The observational data used in this work
was provided by a network of 44 buoys located in
the region of interest as seen in Fig.
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FiGc. 4. Location of the wave buoys used in
the verification scheme (from NDBC website
http://www.ndbc.noaa.gov).

a. Spread and error statistics

A first test of the model was to compare per-
formance of the ensemble mean with that of the
unperturbed control member to provide a deter-
ministic forecast of wave height. The ensemble
mean is expected to outperform the unperturbed
control member as the averaging process filters out
the less predictable elements in the forecast. To
verify this hypothesis, a series of plots showing
the average RMSE as a function of lead time for
the control member, the ensemble mean and the
12km high resolution run have been produced in
Figure [l There is a tendency for the ensemble
mean RMSE to be slightly lower than the RMSE
of the unperturbed control member. In most cases
the wave ensemble spread, defined as the standard
deviation of the wave height over the ensemble
spread, is very low and therefore difference be-
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tween the control and ensemble mean plots are
expected to be small. Only in some circumstances
does the spread become significant,such as near
active generation areas. But these are not neces-
sarily well sampled by the observations network,
explaining the close proximity of both.
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Fi1G. 5. Evolution of the RMS error for the con-
trol, ensemble mean and high-resolution forecasts
as a function of lead time. The evolution of the
ensemble spread is also shown.

In conclusion, the deterministic performance of
the ensemble mean is not better than that of
the control member although this could be due
to some sampling problems. The ensemble sys-
tem still has some value as it provides information
about the forecast uncertainty through means of
the ensemble spread.

b. Probabilistic skill of the ensemble

There are two main questions we want to answer
when assessing the probabilistic skill of an ensem-
ble. First, whether the ensemble spread accurately
represents the forecast error and secondly whether
the probabilities of an event occurring can reliably
be derived from the ensemble.

1) SPREAD-SKILL RELATIONSHIP

The spread or uncertainty in the ensemble fore-
cast should reflect the skill of the ensemble mean.

Assuming a model which perfectly represents the
waves physics and assuming no observational er-
rors, the spread should equal the error in the en-
semble mean. An important caveat comes from
the fact that the error RMSE is built from two
parts: the observational error and the forecast er-
ror. The spread of the ensemble is only supposed
to represent the forecast error. The observational
error for significant wave height is typically of the
order of 10% of the observation.

How close we are to this idealised situation can
be determined by examining spread vs. skill dia-
grams, as described in [Saetra and Bidlot| (2004).
The spread-skill diagrams in Figure [6] show the
80" percentile of the absolute error of the en-
semble mean against the ensemble spread. The
first diagram covers the significant wave height H,
and the second the wind speed v,,. The ensemble
spread is defined as the standard deviation of the
variable over the sample of 24 members. The dia-
gram was obtained by subdividing the spread into
bins and calculating the absolute error percentiles
per spread bin. A histogram of the population
of the spread bins ha been added to clarify how
representative the points on the spread-skill curve
are.

Fig. [6] shows clearly that for low spread values
(< 0.8m for Hy and < 3ms~! for v,), when the
forecast uncertainty is expected to be low, it is
indeed the case although the spread does not cap-
ture the full magnitude of the forecast error. For
higher values of the spread, the system tends to
overpredict the forecast error. This type of dia-
gram should allow forecasters to judge quantita-
tively how much forecast error to expect. For low
spreads, the deterministic forecast should be ad-
equate, but for high spread situations, one would
typically expect a large forecast error and exam-
ination of the individual ensemble members to
judge the situation will be required.

Finally, a look at the histograms reveals that
the population in the high spread bins is quite
low. This indicates that an extension of this trial



will be required to accurately sample from the less
predictable events, which are typically associated
with high seastates.

(a) Hs (b) UV

Fic. 6. Spread-skill diagram for significant wave
height H, and wind-speed v,,. The forecast spread
is subdivided in bins of 0.05m width for H, and
0.5ms~! width for v,. For each spread bin, the
80th percentile of the absolute error of the mean
ensemble forecast is represented. The histogram
also shows the total population per spread bin.

2) RELIABILITY DIAGRAMS

A key step in validating any ensemble predic-
tion system is to verify the probabilities derived
from it with the frequency of occurrence of these
events. A set of reliability diagrams (Wilks [1995)
has been produced for the trial period for a range
of events (e.g. Hs > 4m). The forecast gives
an estimate of which forecast bin this probability
lies in. For each probability bin, the occurrence
rate of the event is calculated. If the probabilistic
forecast were perfectly reliable, the forecast prob-
ability and occurrence rate would be identical re-
sulting in a diagonal plot. However, the system
tends to underpredict to underpredict the occur-
rence of events at the lower end of the probabilities
and to overpredict for high forecast probabilities
(Figs. [7] and [§)). For higher thresholds, there is a
similar behaviour in the wind and wave reliability
diagrams, altough the overprediction of high prob-
ability events is more marked in the wave model.
Those could be in part due to a positive bias in

the wave model, and in part due to model uncer-
tainties which have not been taken into account in
this trial.

Reliabilty diagram for Hs >1m

Reliabilty diagram for Hs >2m
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(a) Hy > 1m (b) Hs > 2m

Reliabilty diagram for Hs >4m Reliabilty diagram for Hs >6m
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FiGc. 7. Reliability diagrams for significant wave
height exceeding 1m, 2m, 4m and 6m. The his-
togram represents the probability of use of the

forecast. The probabilities have been binned in
bins with a width of 0.1 .

When examining the statistics for the 4m and
6m thresholds, it was found that the observed sig-
nificant wave heights and wind speeds were some-
what under the typical climatological values and
as a result thereof, the statistics for extreme events
are less representative.

c. Other sources of uncertainty

While atmospheric forcing is the main contribu-
tor to the forecast uncertainty in a wave model,
model uncertainty will also affect the forecast.
The effect of adding model uncertainty will be in-
vestigated in the future through the use of a per-
turbed parameter scheme.
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Fi1G. 8. Reliability diagrams for wind speeds ex-
ceeding 5ms~!, 10ms—t, 20ms~! and 30ms~!.The
histogram represents the probability of use of the
forecast. The probabilities have been binned in
bins with a width of 0.1 .

5. Applications

A key issue with probabilistic forecasting is con-
veying complex information in a way which is un-
derstandable for non-specialists. Two different
categories of derived products are possible and
have been tested: area based products and site-
specific products.

Area based products provide probabilistic in-
formation for the whole domain. The mean and
spread plots (Fig. [1]) allows to see the mean fore-
cast which can be seen as a deterministic fore-
cast and the spread which allows to identify areas
with high spread and therefore high forecast un-
certainty. In addition to this, postage stamp plots
allow to visualise each ensemble member and fore-
cast exceedence plots allow to see the probability
associated with certain events.

Site-specific products complement the previous
examples and can convey more information in
a compact format. Meteograms are now widely
used in ensemble forecasting and provide a use-
ful insight into the probabilistic forecast. Here
we also show operational window statistics which
were developed for use in marine operations that
are highly dependent on sea-state and more specif-
ically to the energy in certain frequency bands. An
operational window is defined as an interval during
which one or several operational thresholds are not
exceeded, e.g. H(15s < T'm < 20s) < 2m The
wave spectrum is subdivided in 5 bands: 0-5s,5-
10s,10-15s,15-20s and > 20s and is integrated to
provide an equivalent wave height for those subdi-
visions of the spectrum. For each of these bands,
it is possible to define an energy threshold which
should not be exceeded during the operation. It is
then possible to derive statistics for the duration
of this operation window, as shown in Fig. [9] This
could be used in operational risk analysis.

Site K5/ wave heigth for 15s<T<20s
= -
10 Averageistdev start of operatio nalwindow: 0.00 0.00 1"
duration of o peratk i : 24.25 3.85

30
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Fi1G. 9. Operational window for the 15-20s fre-
quency band at the K5 buoy for the forecast is-
sued on 03/02/2009. The orange line corresponds
to the observed spectrum, retrieved from the spec-
tral buoy. The window has an average duration of
24.25 hours with a standard deviation on the du-
ration of 3.85 hours.

This type of product highlights the importance
of selecting appropriate boundary conditions as it
was found the use of a single boundary condition
for all the regional ensemble members reduced the
spread in the low frequency part of the spectrum



and affected the quality of these forecast. A rig-
orous validation of this method will be presented
in a later paper.

6. Conclusions and future work

The present paper identified a suitable set-up
for a regional wave ensemble covering the North-
Atlantic and European waters. The ideal config-
uration consisted of a global and regional ensem-
ble, where the main function of the global ensem-
ble was to provide suitable boundary conditions
to the regional model so that the uncertainty in
the swell was well represented. The atmospheric
forcing was provided by the operational runs from
the MOGREPS system. The initial conditions for
each ensemble member were provided by the pre-
vious cycle’s forecast for that member, in order to
avoid an underspread at low lead times. Pertur-
bation of the model physics was not considered at
this stage.

This system was run for a three month period
and validated against in-situ observations. The
validation results showed a good reliability of the
forecast probabilities, although the statistics for
extreme events were not reliable due to the small
sample size of these events during the period con-
sidered and a longer trial period will be required to
make the statistics more significant. The perfor-
mance of the ensemble mean showed no significant
improvement on that of the unperturbed control
member and the proposed explanation was a lack
of observations in the high spread areas. Most
observations were in low spread areas where the
ensemble mean and ensemble control member are
expected to be close.

The present work only investigated the effects
of the forecast error, due to uncertainty in the
winds. In practice model errors also contributed
to the uncertainty and to include this effect it will
be necessary to investigate the use of perturbed
physics where a range of physical parameters in
the model are sampled from their expected distri-

bution.

In the future, the verification will be improved
in two ways. Satellite observations will be used in
the verification as well to provide a better insight
into model performance away from coastal waters
where most buoys are situated. The verification
work will also be extended to include tools such
as economic value analysis, in order to judge the
economic value of using the wave ensemble in risk-
based applications.
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